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1 Optimization methodology 

1.1 Document summary  

 
This deliverable provides an in-depth examination of our optimization methodology developed to 
design CO2 clusters and networks, considering the inherent uncertainties within sustainable 
supply chains. Appendix I outlines our approach, which serves as the basis for constructing 
CO2 clusters and networks, acknowledging the dynamic nature of future supply chain 
ecosystems. 
 
The optimization of network designs finds wide applications across various industries such as 
transportation, logistics, telecommunications, and the energy sector. The strategic decisions 
involved often revolve around constructing new infrastructure to accommodate future demands, 
which are typically uncertain. Recently, there has been a growing interest in network design 
models under uncertainty, prompting research into enhanced solution approaches. 
 
We focus on chance-constrained multicommodity network design problems under demand 
uncertainty, aiming to create networks capable of consistently meeting future commodity 
demands. Our objective is to construct networks that can accommodate sufficient quantities of 
each commodity to meet uncertain demand levels. Unlike previous approaches that aim to 
satisfy demand for all realizations, we impose a service level constraint in the form of a chance 
constraint, ensuring demand satisfaction for a sufficient number of different scenarios. This 
allows for some flexibility, acknowledging that demand may not be met for every single 
realization. 
 
Since solutions to chance-constrained multicommodity capacitated fixed-charge network design 
problems are challenging to obtain using standard methods, we propose a tailored solution 
approach based on Benders' decomposition. Our method iteratively solves a master problem 
and determines the feasibility of solutions across multiple scenarios by solving scenario 
subproblems with a network flow structure. We enhance the master problem with valid 
inequalities to obtain good solutions early on and derive feasibility cuts from infeasible scenario 
subproblems when necessary. 
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We introduce a novel subproblem formulation called FlowMIS, which generates strong feasibility 
cuts tailored to subproblems with a network flow structure. Our numerical study on 126 
benchmark instances demonstrates the effectiveness of FlowMIS, outperforming other 
formulations in terms of solving instances and speed. Our contributions include the 
development of a tailored solution method, the proposal of a novel subproblem formulation, 
insights into scenario subproblem formulations, and the demonstration of FlowMIS's 
effectiveness through numerical experiments. 
 
FlowMIS's tailored feasibility cuts, crafted for subproblems with network flow structures, 
expedite solution times for existing decomposition-based algorithms in network design contexts. 
This framework serves as a foundation for forming CO2 clusters and networks, contributing to 
the advancement of sustainable supply chain initiatives. 
 
The subsequent sections of this document detail our chance-constrained multicommodity 
capacitated fixed-charge network design problem, our solution approach based on Benders' 
decomposition, and the evaluation of our proposed solution method. 
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On feasibility cuts for chance-constrained
multicommodity network design problems

Niels A. Wouda, Ward Romeijnders, Evrim Ursavas
Department of Operations, University of Groningen, {n.a.wouda, w.romeijnders, e.ursavas}@rug.nl

Problem definition: We study chance-constrained multicommodity network design problems under de-

mand uncertainty. The chance constraint requires us to construct a network that meets future commodity

demand sufficiently often. Methodology/results: We develop a solution approach based on Benders’ de-

composition, and accelerate the approach with valid inequalities and cut strengthening. We particularly

investigate the effects of different subproblem formulations on the strength of the resulting feasibility cuts.

We propose a new formulation that we term FlowMIS, and investigate its properties. Additionally, we nu-

merically show that FlowMIS outperforms standard formulations: in our complete solution approach with all

enhancements enabled, FlowMIS solves 67 out of 120 solved instances the fastest, with an average speed-up of

2.0× over a basic formulation. Implications: FlowMIS generates strong feasibility cuts tailored to subprob-

lems with a network flow structure. This results in reduced solution times for existing decomposition-based

algorithms in the context of network design, and the ability to solve larger problems.

Key words : stochastic network design, Benders’ decomposition, feasibility cuts, chance constraints

1. Introduction

Network design models see many uses in industry, particularly in transportation and logist-

ics (Cordeau, Toth, and Vigo 1998, Crainic 2000, Crainic, Gendron, and Akhavan Kazemzadeh

2022), in telecommunications (Wong 2021), and in the energy sector (Huang, Fan, and Chen 2014,

Üster and Memişoğlu 2018, Fragkos, Cordeau, and Jans 2021). These models often incorporate

some form of strategic decision-making, involving the construction of new infrastructure such as the

placement of facilities, cell towers or power lines, aimed to satisfy future demand for the network

infrastructure. Such future demand is typically uncertain.

Network design models under uncertainty have received increased attention in recent years.

Keyvanshokooh, Ryan, and Kabir (2016) present enhancements of a Benders’ decomposition al-

gorithm in the form of valid inequalities, Pareto-optimal cuts in the manner of Magnanti and Wong

(1984), and a scenario reduction technique. They apply their algorithm to a supply chain network

design problem under demand and transportation uncertainties. Crainic et al. (2021) formalise the

1
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notion of partial Benders’ decomposition, whose core idea is to retain some scenario information in

the master problem, rather than decompose all scenarios. They consider both scenario retention,

where existing scenarios are retained inside the master problem, and scenario creation, where artifi-

cial valid scenarios are generated and included inside the master problem. They apply their partial

decomposition algorithm to a stochastic multicommodity capacitated fixed-charge network design

problem. Rahmaniani et al. (2018) summarises these and many other enhancements in the context

of a stochastic multicommodity fixed-charge network design problem, where all demand must be

satisfied at minimal expected cost. Most recently, Rahmaniani et al. (2024) present an asynchron-

ous parallel decomposition algorithm for stochastic multicommodity network design problems that

effectively scales to multiple processors.

In this paper we consider multicommodity capacitated fixed-charge network design problems

with uncertain demand. Our aim is to construct a network such that sufficient amounts of each

commodity can flow through the network to meet the uncertain demand. Rather than requiring

demand to be met for all realisations, as in Rahmaniani et al. (2018), we instead impose a service

level constraint in the form of a chance constraint, which instead states that demand must be

satisfied for sufficiently many different realisations. Thus, it is permissible that there is a (typically

small) subset of realisations for which demand cannot be satisfied, as long as the chance constraint

is respected.

Since chance-constrained multicommodity capacitated fixed-charge network design problems are

difficult to solve exactly using standard methods, we develop a tailored solution method. We

assume that the uncertainty can be captured according to a finite number of scenarios. Our solution

method is based on Benders’ decomposition: we iteratively solve a master problem to determine a

solution to the network design problem, and then determine whether the solution is feasible across

sufficiently many scenarios by solving scenario subproblems that have a network flow structure.

To obtain good solutions already in early iterations, we strengthen the master problem with valid

inequalities. When insufficient scenarios are feasible, we derive feasibility cuts from the infeasible

scenario subproblems, and add them to the master problem. We show that different formulations

of these scenario subproblems result in different feasibility cuts, and study their properties. Since

our subproblems have a network flow structure, it turns out that these properties relate closely to

cuts in the network. We propose a novel formulation, FlowMIS, that generates strong feasibility

cuts tailored to subproblems with a network flow structure. These cuts significantly improve over

formulations known from the literature.

The literature on Benders’ decomposition is reviewed in Rahmaniani et al. (2017), and a large

number of enhancements identified there are implemented in the context of stochastic network
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design in Rahmaniani et al. (2018). For our paper, we are particularly interested in two such en-

hancements: valid inequalities and cut strengthening. Valid inequalities are often used to strengthen

the master problem (Belieres et al. 2020, Fragkos, Cordeau, and Jans 2021). These additional con-

straints may obviate the need for feasibility cuts (Peng, Delage, and Li 2020, Crainic et al. 2021),

but that is not the case in our setting where we have subproblems particularly to test for feasibility.

Several studies also use Benders’ decomposition to solve problems with pure feasibility subprob-

lems (de Kruijff, Hurkens, and de Kok 2018, Fu et al. 2019). An enhancement of Benders’ feasibility

cuts tailored to general chance-constrained mixed-integer problems with finite support is discussed

in Luedtke (2014), while Costa, Cordeau, and Gendron (2009) present an enhancement specific to

multicommodity network design problems. Enhancements from the general branch-and-cut literat-

ure often apply to Benders’ feasibility cuts as well. As a particularly relevant example, reformulating

the cut-generating subproblem to strengthen cuts is applied in Balas, Ceria, and Cornuéjols (1996)

and Balas (1997) to mixed-binary mathematical programs to be solved by branch-and-cut, and

extended to Benders’ feasibility cuts in Fischetti, Salvagnin, and Zanette (2010). These subproblem

reformulations apply to general problems, but stronger results can be obtained by tailoring the

reformulation to the specific problem, as we will show.

We evaluate our proposed solution approach via a numerical study on 126 benchmark instances.

The results show that FlowMIS outperforms other formulations, solving the highest number of

instances (120) when incorporating the valid inequalities and cut strengthening. In comparison,

other formulations all solve instances about as fast as a basic implementation of the decomposition

algorithm, which FlowMIS outperforms by 2.0 times on average. The experiments establish the

efficiency of FlowMIS, particularly when augmented with additional enhancements.

Summarising, this paper makes the following contributions:

• We develop a tailored solution method based on Benders’ decomposition for chance-

constrained multicommodity network design problems with uncertain commodity demand,

incorporating valid inequalities and cut strengthening.

• We propose a novel subproblem formulation, FlowMIS, for generating strong feasibility cuts

tailored to subproblems with a network flow structure.

• We provide insights into the properties of different scenario subproblem formulations, corres-

ponding to our and various other formulations from the literature.

• Through a numerical study, we demonstrate the effectiveness of FlowMIS in solving a variety

of benchmark instances.

The rest of this paper is structured as follows. In Section 2 we formally present our chance-

constrained multicommodity capacitated fixed-charge network design problem. In Section 3 we

develop our solution approach based on Benders’ decomposition. In Section 4 we show this solution
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approach to be effective via a numerical study on 126 benchmark instances. Finally, Section 5

concludes the paper.

Notation: Throughout this paper we use the following convenient notational shorthands. First,

we let [N ] = {1, . . . ,N} denote the set of natural numbers up to and including N . Second, we let

B= {0,1} denote the set of binary digits. Third, we use 1p(·) as an indicator variable that is 1 when

predicate p(·) is true, and 0 otherwise.

2. Problem definition

Following the notation of Chouman, Crainic, and Gendron (2017) and Rahmaniani et al. (2018), we

consider a chance-constrained multicommodity fixed-charge network design problem on a directed

graph G= (N,A), where N is the set of nodes and A⊆N ×N the set of arcs. There is a set of

commodities K. For each commodity k ∈K an uncertain amount of demand dk(ω)≥ 0 needs to

be routed through the graph from an origin O(k) ∈N to a destination D(k) ∈N . The uncertain

demand dk(ω) depends on a random vector ω with known support Ω. To route these commodities

through the graph, we first have to construct a network y = (y)ij ∈ B|A| for each arc (i, j) ∈A in

the graph. Each arc (i, j)∈A is constructed at fixed cost fij ≥ 0, and, when yij = 1, has a capacity

of uij ≥ 0 on the flow of all commodities, and 0 otherwise.

The information structure of the problem is as follows. We have to design the network, by

determining the decisions y, while the value of the random vector ω, and thus demand, is unknown.

After the realisation of ω becomes known, we can satisfy demand by sending a flow of commodities

through the network. Let Ak = {(i, j)∈A | j ̸=O(k) and i ̸=D(k)} be the set of admissible arcs for

each commodity k ∈K, and let xk
ij ≥ 0 denote the flow variable representing the flow of commodity

k ∈ K through arc (i, j) ∈ Ak. Here, x depends on ω, but we suppress that dependency in the

notation. The capacity of each arc (i, j)∈A is shared between all the commodities for which (i, j)

is admissible. The goal is to design the network, that is, determine y with minimal costs, such that

the probability that demand can be satisfied for all commodities k ∈K by sending flow of amount

dk(ω) through the network is at least 1−α for some fixed parameter α∈ [0,1].

Throughout we assume that the support Ω of ω consists of a finite number S of scenarios. We label

the realisations associated with these scenarios ωs, for s∈ [S], each occurring with probability ps >

0. This assumption is not very restrictive, since continuous distributions are typically approximated

by finite discrete distributions using a sample average approximation (Kleywegt, Shapiro, and

Homem-de Mello 2002, Pagnoncelli, Ahmed, and Shapiro 2009).

We say that y ∈ B|A| is feasible for scenario s ∈ [S] if there exists a solution to the feasibility

subproblem SP (y,ωs). The feasibility subproblem consists of finding some vector of flows x =
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(x)kij ≥ 0 for each commodity k ∈ K on the arcs (i, j) ∈ Ak, satisfying the following system of

equations:

(SP (y,ω))
∑
j∈N−

i

xk
ji =

∑
j∈N+

i

xk
ij, ∀k ∈K,∀i∈N \ {O(k),D(k)}, (balance) (1a)

∑
k∈K|(i,j)∈Ak

xk
ij ≤ uijyij, ∀(i, j)∈A, (capacity) (1b)

∑
j∈N−

D(k)

xk
jD(k) ≥ dk(ω), ∀k ∈K, (demand) (1c)

xk
ij ≥ 0, ∀k ∈K,∀(i, j)∈Ak, (1d)

where N+
i = {j ∈N | (i, j) ∈ A}, and N−

i = {j ∈N | (j, i) ∈ A}. The sets Ak exclude arcs flowing

into, or out of, each commodity’s origin and destination nodes, respectively, which makes the

formulation work by breaking any potential cycles around the origin and destination nodes.

Subproblem SP (y,ω) is allowed to be infeasible with a probability of at most α over the scenarios:

min
y∈B|A|

f⊤y

∣∣∣∣∣∣
∑
s∈[S]

ps 1SP (y,ωs) is infeasible ≤ α

 . (2)

Formulation (2) is the type of model we aim to efficiently solve in this paper. We assume throughout

that the feasible region of (2) is non-empty. We next present a solution approach for this formulation

in Section 3.

3. Solution approach

We use the following, well-known result to reformulate (2) as a tractable optimisation problem.

Theorem 1. Fix scenario s̄ ∈ [S]. The subset Ys̄ = {y ∈ B|A| | SP (y,ωs̄) is feasible} can be de-

scribed by finitely many linear inequalities (or feasibility cuts) of the form:

0≥ γrs̄ −β⊤
rs̄y ∀r ∈Cs̄, (3)

where Cs̄ is the (index) set of feasibility cuts, γrs̄ a scalar, and βrs̄ a vector in R|A|.

Proof. Fix ȳ ∈B|A|, s̄∈ [S], and assume ȳ is not feasible for scenario s̄. Observe that SP (ȳ, ωs̄)

can be seen as a linear programme with a null minimisation objective. This primal linear programme

is feasible if and only if the objective of its dual, given by

max
µ free
π,λ≥0

{∑
k∈K

dk(ω)λk −
∑

(i,j)∈A

uijyijπij

∣∣∣∣ µk
O(k) = 0, ∀k ∈K, (4a)

µk
D(k) = λk, ∀k ∈K, (4b)

πij ≥ µk
j −µk

i , ∀k ∈K, ∀(i, j)∈Ak

}
, (4c)
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is bounded by zero Here, µk
i , πij, and λk are dual variables corresponding to the constraints

in (1a), (1b), and (1c), respectively, with µk
O(k) = 0 and µk

O(k) = λk additionally defined for each com-

modity k ∈K for notational convenience. Note that the feasible region of the dual programme (4)

does not depend on a y ∈ B|A|. In fact, this feasible region is a convex cone with finitely many

extreme rays, and the dual objective is bounded by zero if the objective corresponding to all these

extreme rays is bounded by zero. Hence, every such extreme ray (µ∗, π∗, λ∗) defines a feasibility

cut in (3) via ∑
k∈K

dk(ωs̄)λ
k∗ −

∑
(i,j)∈A

uijyijπ
∗
ij ≤ 0,

and together these inequalities fully describe the subset Ys̄ ⊆B|A| that is feasible for s̄. □

We use Theorem 1 to reformulate (2) using a knapsack-like formulation (Raike 1970, Luedtke

2014). In particular, we introduce binary variables zs ∈B for each scenario s∈ [S], deciding whether

y must be made feasible for scenario s (zs = 0) or not (zs = 1). The knapsack constraint is given by∑
s∈[S]

pszs ≤ α. (5a)

Using the variables zs to determine whether y should be made feasible for scenario s, we also

impose the following feasibility cuts of the form (3):

Mrszs ≥ γrs −β⊤
rsy, ∀s∈ [S], r ∈Cs, (5b)

where each Mrs > 0 is sufficiently large to ensure the constraints are non-binding for y when zs = 1.

Together, constraints (5a) and (5b) are equivalent to the probabilistic constraint in formula-

tion (2). The difficulty in solving this reformulation lies in the number of linear inequalities that

make up the constraints (5b): although finite due to Theorem 1 and S <∞, in practice, the con-

straint set (5b) is very large. Instead of directly solving a model with all such constraints, we devise

an iterative scheme where in each iteration we separate inequalities of the form of (5b) from the

infeasible scenarios. Specifically, we propose the following master problem in iteration l > 0:

(MPl) min
y∈B|A|

z∈BS

{
f⊤y

∣∣∣∣ ∑
s∈[S]

pszs ≤ α, (6a)

Mrszs ≥ γrs −β⊤
rsy, ∀r ∈ [l− 1], ∀s∈ Sr

}
. (6b)

Constraint (6b) lists the feasibility cuts from earlier iterations 1≤ r < l. More precisely, the set

Sr ⊆ [S] represents the set of infeasible scenarios that were not allowed to be infeasible (w.r.t. the

optimal solution (y∗
r , z

∗
r ) to MPr) in earlier iterations r for which feasibility cuts were inserted into

the master problem.
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The rest of this section covers the details of our iterative scheme. First, in Section 3.1, we discuss

four alternative formulations of the subproblem SP (y,ω) from which to derive the values of M , γ,

and β that make up the feasibility cuts (6b). Three of these formulations are commonly used in

the literature, and we also present a novel formulation. Second, when only a few iterations have

passed, the feasibility cuts (6b) derived for each scenario s ∈ [S] are still a poor approximation of

the feasible set. As such, the master problem solutions are likely to be poor initially. In Section 3.2

we present several valid inequalities that strengthen the master problem, particularly in these early

iterations. Such inequalities significantly speed-up convergence.

3.1. Feasibility cuts

Given a solution y ∈ B|A| and scenario s ∈ S, we want to efficiently determine if y is feasible for

scenario s. An optimisation perspective is helpful in achieving this. Observe that SP (y,ωs) can

be seen as a linear programme with a null minimisation objective. If no flow vector x satisfying

constraints (1) exists, the linear programme is infeasible. Its dual programme given in (4) is then

unbounded, and one can identify an extreme ray along which the dual objective can be arbitrarily

improved. A constraint based on this extreme ray can be added to the master problem as a Benders’

feasibility cut, as was proposed originally by Benders (1962). Rather than identifying extreme rays,

it is common practice to slightly alter the constraint system of the dual programme instead to

avoid unboundedness altogether. The feasibility cuts are then derived by guaranteeing that the

dual programme’s objective function is bounded by zero at every vertex of the dual feasible region

(see e.g. Minoux (1989) for an early application of this idea to multicommodity network flow

problems). In this section we propose four such alternative formulations: first, our novel formulation

for this specific dual programme that we term FlowMIS, and then three general formulations

from the literature that we apply to this dual programme. The feasibility cuts derived from these

alternative formulations have different properties, which we investigate in the single-commodity

setting in Section 3.1.1.

FlowMIS. The dual programme given by (4) is potentially unbounded because λk can be arbit-

rarily increased, for each commodity k ∈K. Adding the restriction∑
k∈K

λk ≤ 1 (7)

to (4) is sufficient to avoid unboundedness. This is equivalent to artificially lowering demand

via a slack variable t ≥ 0 in constraints (8c) in the primal formulation associated with the dual

programme given by (4) and (7):

min
x,t≥0

t
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s.t.
∑
j∈N−

i

xk
ji =

∑
j∈N+

i

xk
ij, ∀k ∈K,∀i∈N \ {O(k),D(k)}, (8a)

∑
k∈K|(i,j)∈Ak

xk
ij ≤ uijyij, ∀(i, j)∈A, (8b)

∑
j∈N−

D(k)

xk
jD(k) ≥ dk(ω)− t, ∀k ∈K. (8c)

We term this formulation FlowMIS, since it works for primal problems with a network flow structure

by modifying only the demand constraints.

SNC. This formulation adds a constraint that forces the sum of all non-free dual variables to lie

in the interval [0,1]. That constraint was first discussed by Balas, Ceria, and Cornuéjols (1996) and

Balas (1997), and Fischetti, Lodi, and Tramontani (2011) termed it the standard normalisation

condition (SNC). In particular, SNC adds the following constraint to (4):∑
(i,j)∈A

πij +
∑
k∈K

λk ≤ 1. (9)

This dual constraint corresponds to a single slack variable inserted in each of the capacity and

demand constraints in the primal formulation, and penalising its value in the objective. Compared

to the FlowMIS primal of (8), the SNC formulation also inserts the slack variable t into the capacity

constraints, replacing (8b) with ∑
k∈K|(i,j)∈Ak

xk
ij ≤ uijyij + t, ∀(i, j)∈A.

MIS. Fischetti, Salvagnin, and Zanette (2010) look directly at the implication of (9) on the

primal constraint system. Finding constraints that require slack variables is a search for a minimal

infeasible subsystem (MIS) of constraints that together make SP (y,ω) infeasible. They observe

that constraints that do not involve y are static conditions that are always active. Since those

constraints are never part of an infeasible subset of constraints, there is no reason to insert a slack

variable in them. As such, they propose the following refinement of (9):∑
(i,j)∈A

πij ≤ 1, (10)

since only capacity constraints involving arcs in A depend on y. Compared to the FlowMIS primal

of (8), the MIS formulation only inserts the slack variable t into the capacity constraints, repla-

cing (8b) and (8c) with ∑
k∈K|(i,j)∈Ak

xk
ij ≤ uijyij + t, ∀(i, j)∈A,

∑
j∈N−

D(k)

xk
jD(k) ≥ dk(ω), ∀k ∈K.
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CPLEX uses the MIS formulation internally for its automatic Benders’ decomposition fea-

ture (Bonami, Salvagnin, and Tramontani 2020).

BB. Finally, the basic Benders (BB) formulation ensures each non-free variable is bounded to

the unit interval. In particular, BB adds the following constraints to (4):

πij ≤ 1, ∀(i, j)∈A,

λk ≤ 1, ∀k ∈K.
(11)

These dual constraints correspond to inserting unique slack variables in each of the capacity (1b)

and demand (1c) constraints in the primal, and penalising their values in the objective. We term

this formulation ‘basic Benders’ because relaxing each inequality with a unique slack variable is

a straightforward way of dealing with primal infeasibility (Birge and Louveaux 2011). Compared

to the FlowMIS primal of (8), the BB has many more slack variables (one for each capacity and

demand constraint).

Determining M , β, and γ. Let y∗
r ∈ B|A| be the solution to MPr (6) in iteration r > 0. Assume

y∗
r is not feasible for a fixed scenario s̄∈ [S]. After solving any of the four alternative formulations

of dual programme (4) with y∗
r and ωs̄, a feasibility cut for MPr is derived as follows. Let µ∗, π∗,

and λ∗ be the optimal dual solutions. The optimal dual objective is then given by

0≤
∑
k∈K

dk(ωs̄)λ
k∗ −

∑
(i,j)∈A

uijy
∗
ijπ

∗
ij <∞.

This objective value is bounded by construction, and strictly positive only when the original primal

problem (without slack variables) is infeasible. We then impose the following constraint on y:

Mrs̄zs̄ ≥
∑
k∈K

dk(ωs̄)λ
k∗

︸ ︷︷ ︸
=γrs̄

−
∑

(i,j)∈A

uijyijπ
∗
ij︸ ︷︷ ︸

=β⊤
rs̄y

. (12)

Constraint (12) is clearly a feasibility cut of the form (6b). Proposition 1 shows we can select γrs̄

as a tight value for Mrs̄.

Proposition 1. In a feasibility cut of the form (12), Mrs̄ = γrs̄ is a tight value for Mrs̄.

Proof. When zs̄ = 1, we must have Mrs̄ ≥ γrs̄−β⊤
rs̄y. We know that uij ≥ 0 for all (i, j)∈A. An

optimal solution (µ∗, π∗, λ∗) to any of the four (re)formulations of (4) satisfies π∗ ≥ 0. Since y ≥ 0

as well, we have that β⊤
rs̄y≥ 0. Thus Mrs̄ ≥ γrs̄−β⊤

rs̄y is always satisfied by choosing Mrs̄ = γrs̄, and

no smaller value would suffice. □
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Metric inequalities. Feasibility cuts of the form (12) can be strengthened further by raising the

value of γrs̄. In particular, by solving |K| shortest path problems, it is possible to derive a so-

called metric inequality that improves the value of γrs̄ and strengthens the resulting feasibility

cut. To achieve this we implement the procedure of Costa, Cordeau, and Gendron (2009): for each

commodity k ∈K, we solve a shortest path problem between O(k) and D(k), where the arc weights

are given by π∗
ij for arcs (i, j) ∈ A. This results in a shortest path P k ⊆ Ak for each commodity

k ∈K. We now determine γrs̄ as

γrs̄ =
∑
k∈K

dk(ωs̄)
∑

(i,j)∈Pk

π∗
ij.

3.1.1. Cut properties in the single-commodity case In this section, we discuss the dif-

ferences in the feasibility cuts derived from the subproblem formulations that we have presented.

We do this for the single-commodity case, that is, for |K|= 1, since we can make use of the max-

flow min-cut theorem in this case. We will prove that each of the different feasibility subproblem

formulations results in feasibility cuts that are different kinds of minimum-cuts in the network with

capacities uij ȳij for (i, j) ∈ A. In particular, Theorem 2 shows that FlowMIS finds a minimum-

capacity cut, whereas Theorems 3 and 4 show that the SNC and MIS formulations find cuts that

are cardinality-constrained, respectively. Such cardinality-constrained cuts are not, in general, the

same as the minimum-capacity cuts that FlowMIS obtains. Finally, although Corollary 1 shows that

the BB formulation can also find minimum-capacity cuts, we will demonstrate in Section 4 that its

increased size results in substantially worse performance than any of the other three formulations.

Theorem 2. Assume |K| = 1. Fix ȳ ∈ B|A| and s̄ ∈ [S], and assume ȳ is not feasible for s̄.

Let C∗
FlowMIS be a (O(1),D(1)) cut in G of minimum capacity. A feasibility cut derived from the

FlowMIS formulation of (4) and (7) is equivalent to∑
(i,j)∈C∗

FlowMIS

uijyij ≥ d1(ωs̄).

Proof. Consider both the primal FlowMIS formulation in (8) and its dual in (4) and (7). We

will construct feasible primal and dual solutions to (8) and (4)–(7), respectively, and prove that

they are both optimal by showing that their objective values are the same.

First consider the primal FlowMIS formulation of (8). Here, the slack variable t≥ 0 decreases

the demand d1(ωs̄). A natural condition for the feasibility of (8) is that this t should be selected

such that all (O(1),D(1)) cuts in the graph G have capacity of at least d1(ωs̄)− t. Let C be the set

of all (O(1),D(1)) cuts in G. We thus must have that∑
(i,j)∈C

uij ȳij ≥ d1(ωs̄)− t ∀C ∈ C.
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The smallest t that meets this condition is given by

t∗ :=max
C∈C

d1(ωs̄)−
∑

(i,j)∈C

uij ȳij

 . (13)

Since ȳ is infeasible for s̄, we must have that t∗ > 0. Let C∗
FlowMIS be a cut that maximises t in (13).

Such a cut C∗
FlowMIS has the lowest capacity of all (O(1),D(1)) cuts in G. An optimal solution to

the FlowMIS formulation of (4) and (7) is constructed as follows. Set λ1∗ = 1, and take for i∈N

µ1
i =

{
1 if there exists an (i,D(1))-path in A \C∗

FlowMIS,

0 otherwise,

and for (i, j)∈A,

π∗
ij =

{
1 if (i, j)∈C∗

FlowMIS,

0 otherwise.

This solution is clearly feasible, and attains the same objective value as the optimal primal solution:

λ1∗d1(ωs̄)−
∑

(i,j)∈A

π∗
ijuij ȳij = d1(ωs̄)−

∑
(i,j)∈C∗

FlowMIS

π∗
ijuij ȳij = t∗.

The resulting feasibility cut is then given by

λ1∗d1(ωs̄)−
∑

(i,j)∈A

π∗
ijuijyij ≤ 0 =⇒

∑
(i,j)∈C∗

FlowMIS

uijyij ≥ d1(ωs̄),

which concludes the proof. □

The FlowMIS formulation thus finds a minimum-capacity cut, and requires the capacity of

this cut to be increased to at least d1(ωs̄) when y must be feasible for scenario s̄. The following

theorems show that the SNC and MIS formulations may find cuts with a lower cardinality than

the minimum-capacity cut.

Theorem 3. Assume |K|= 1. Fix ȳ ∈ B|A| and s̄ ∈ [S], and assume ȳ is not feasible for s̄. Let

C be the set of all (O(1),D(1)) cuts in G. Take

C∗
SNC = argmax

C∈C

{
d1(ωs̄)−

∑
(i,j)∈C uij ȳij

|C|+1

}
. (14)

A feasibility cut derived from the SNC formulation of (4) and (9) is equivalent to

∑
(i,j)∈C∗

SNC

uijyij ≥ d1(ωs̄).
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Proof. We proceed in much the same way as we did proving Theorem 2, by constructing optimal

primal and dual solutions, and showing their objective values coincide. Now, the primal of the dual

SNC formulation in (4) and (9) is given by

min
x,t≥0

t

s.t.
∑
j∈N−

i

x1
ji =

∑
j∈N+

i

x1
ij, ∀i∈N \ {O(1),D(1)},

x1
ij ≤ uijyij + t, ∀(i, j)∈A,∑

j∈N−
D(k)

x1
jD(k) ≥ d1(ωs̄)− t.

Here, the slack variable t ≥ 0 increases the capacity of all edges, and decreases the demand. A

natural condition on feasibility is that this t should be selected such that all (O(1),D(1)) cuts in

the graph G have capacity of at least d1(ωs̄)− t. Let C be the set of all (O(1),D(1)) cuts in G. We

thus must have that ∑
(i,j)∈C

uij ȳij + t|C| ≥ d1(ωs̄)− t ∀C ∈ C.

The smallest t that meets this condition is given by

t∗ :=max
C∈C

{
d1(ωs̄)−

∑
(i,j)∈C uij ȳij

|C|+1

}
. (15)

Since ȳ is infeasible for s̄, we must have that t∗ > 0. Let C∗
SNC be a cut that maximises t in (15). An

optimal solution to the SNC formulation of (4) and (9) is constructed as follows. Set λ1∗ = 1
|C∗|+1

,

and take for i∈N

µ1
i =

{
1

|C∗|+1
if there exists an (i,D(1))-path in A \C∗

SNC,

0 otherwise,

and for (i, j)∈A,

π∗
ij =

{
1

|C∗|+1
if (i, j)∈C∗

SNC,

0 otherwise.

This dual solution is clearly feasible, and attains the same objective value as the primal solution:

λ1∗d1(ωs̄)−
∑

(i,j)∈A

π∗
ijuij ȳij =

1

|C∗
SNC|+1

d1(ωs̄)−
1

|C∗
SNC|+1

∑
(i,j)∈C∗

SNC

uij ȳij

=max
C∈C

{
d1(ωs̄)−

∑
(i,j)∈C uij ȳij

|C|+1

}
= t∗.

The resulting feasibility cut is then given by

λ1∗d1(ωs̄)−
∑

(i,j)∈A

π∗
ijuijyij ≤ 0 =⇒

∑
(i,j)∈C∗

SNC

uijyij ≥ d1(ωs̄),

which concludes the proof. □
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The SNC formulation may thus find cuts that do not have minimum capacity, but rather have

a large capacity shortfall over cardinality ratio. Such cuts may also be minimum capacity cuts,

but this is not generally the case due to the cut cardinality aspect. Also for SNC, the derived

feasibility constraint requires the capacity of this cut to be increased to at least d1(ωs̄) when y

must be feasible for scenario s̄.

Theorem 4. Assume |K|= 1. Fix ȳ ∈ B|A| and s̄ ∈ [S], and assume ȳ is not feasible for s̄. Let

C be the set of all (O(1),D(1)) cuts in G. Take

C∗
MIS = argmax

C∈C

{
d1(ωs̄)−

∑
(i,j)∈C uij ȳij

|C|

}
. (16)

A feasibility cut derived from the MIS formulation of (4) and (10) is equivalent to∑
(i,j)∈C∗

MIS

uijyij ≥ d1(ωs̄).

Proof. Analogous to the proof of Theorem 3. □

Like the SNC formulation, the MIS formulation finds a type of cardinality-constrained cut. It

similarly requires that the capacity of this cut should be increased to at least d1(ωs̄) when y must

be feasible for scenario s̄. The main difference between the SNC and MIS formulations is in the

denominator of the cut condition: since the SNC constrains both the π and λ dual variables in (9),

the denominator in (14) is the cut cardinality plus one, unlike the MIS formulation, which does

not constrain the λ dual variables in (10) and thus divides by the cut cardinality in (16).

The following corollary, which states that an optimal solution to the FlowMIS formulation is

also optimal for BB. Thus, the BB formulation is also able to find minimum-capacity cuts.

Corollary 1. Let |K|= 1. An optimal dual solution (µ∗, π∗, λ∗) to the FlowMIS formulation

of (4) and (7) is also optimal for the BB formulation of (4) and (11).

Proof. For |K| = 1, the dual feasible region corresponding to BB is a subset of that corres-

ponding to FlowMIS, since FlowMIS only imposes the additional constraint λ1 ≤ 1, whereas BB

in addition also imposes the constraints πij ≤ 1 for all (i, j) ∈ A. However, notice that each op-

timal FlowMIS solution (µ∗, π∗, λ∗) as defined in the proof of Theorem 2 satisfies these additional

constraints. Hence, this solution is also optimal for the BB formulation of (4) and (11). □

Corollary 1 suggests BB might perform about the same as FlowMIS, but that is unlikely to be

the case in practice. First, the argument requires |K|= 1, since only then the feasible regions of BB

and FlowMIS are the same. Second, the feasible region of BB contains many more vertices than

that of FlowMIS, by virtue of the additional constraints on πij. Although the FlowMIS solution is

an optimal vertex, there are very likely to be other vertices that are also optimal, which result in

different feasibility cuts. We will compare the numerical performance of these two formulations for

single-commodity instances in Section 4.3.
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3.2. Valid inequalities

The master problem MP of (6) contains little information about the structure of the network

design problem, since all problem-specific constraints are present in the subproblem SP of (1). Its

solutions will thus be poor for early iterations when few feasibility cuts are present, which results

in slow convergence. In this subsection we develop a scenario creation strategy in the manner

of Crainic et al. (2021) to strengthen the master problem MP . The additional structure this

scenario provides helps the master problem find better solutions earlier, so that the decomposition

algorithm needs fewer iterations to converge.

We first detail our scenario creation strategy, and then present Proposition 2 to establish its

validity for MP . For each commodity k ∈K, let

d̄k = min
z∈BS

{
S∑

s=1

dk(ωs)ps(1− zs)

∣∣∣∣ S∑
s=1

pszs ≤ α

}
.

In general, the minimisation problem to determine d̄k can be interpreted as a knapsack problem in

which the scenarios [S] correspond to the items, the probabilities ps to their weights, and α to the

size of the knapsack. However, if all probabilities are equal, that is, if ps =
1
S
for all s ∈ [S], then

we may obtain d̄k for every k ∈K by letting σk
1 , . . . , σ

k
S denote a permutation of the scenarios such

that dk(ωσk
1
)≤ dk(ωσk

2
)≤ . . .≤ dk(ωσk

S
), and defining

d̄k =
1

S

⌈(1−α)S⌉∑
s=1

dk(ωσk
s
).

Then, we propose adding the following constraints and variables x̄ to MP to strengthen the for-

mulation: ∑
j∈N−

i

x̄k
ji =

∑
j∈N+

i

x̄k
ij, ∀k ∈K,∀i∈N \ {O(k),D(k)}, (17a)

∑
k∈K|(i,j)∈Ak

x̄k
ij ≤ uijyij, ∀(i, j)∈A, (17b)

∑
j∈N−

D(k)

x̄k
jD(k) ≥ d̄k, ∀k ∈K, (17c)

x̄k
ij ≥ 0, ∀k ∈K,∀(i, j)∈Ak. (17d)

Proposition 2. Constraints (17a)–(17d) are valid for MP .

Proof. Consider the deterministic equivalent formulation of MP and all subproblems SP (y,ωs)

for s∈ [S], given by

min
x,y,z

∑
(i,j)∈A

fijyij, (18a)
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s.t.
∑
j∈N−

i

xks
ji =

∑
j∈N+

i

xks
ij , ∀k ∈K,∀i∈N \ {O(k),D(k)},∀s∈ [S], (18b)

∑
k∈K|(i,j)∈Ak

xks
ij ≤ uijyij, ∀(i, j)∈A,∀s∈ [S], (18c)

∑
j∈N−

D(k)

xks
jD(k) ≥ dk(ωs)(1− zs), ∀k ∈K,∀s∈ [S], (18d)

∑
s∈[S]

pszs ≤ α, ∀k ∈K,∀s∈ [S], (18e)

xks
ij ≥ 0, ∀k ∈K,∀(i, j)∈Ak,∀s∈ [S], (18f)

yij ∈B, ∀(i, j)∈A, (18g)

zs ∈B, ∀s∈ [S]. (18h)

From the constraints in (18b), (18c), (18d) and (18e), we obtain valid inequalities by taking a

weighted sum over the scenarios, where the weights correspond to the probabilities ps for each

scenario s∈ [S]. The resulting valid inequalities are∑
j∈N−

i

x̄ks
ji =

∑
j∈N+

i

x̄ks
ij , ∀k ∈K,∀i∈N \ {O(k),D(k)},∀s∈ [S],

∑
k∈K|(i,j)∈Ak

x̄ks
ij ≤ uijyij, ∀(i, j)∈A,∀s∈ [S],

∑
j∈N−

D(k)

x̄ks
jD(k) ≥ dk(ωs)(1− zs), ∀k ∈K,∀s∈ [S], (*)

∑
s∈[S]

pszs ≤ α, ∀k ∈K,∀s∈ [S],

x̄ks
ij ≥ 0, ∀k ∈K,∀(i, j)∈Ak,∀s∈ [S],

where x̄k
ij =

∑
s∈[S] psx

ks
ij for all k ∈K and (i, j)∈Ak. The desired result follows by observing that

for every z ∈ BS satisfying (18d) and for every commodity k ∈ K, d̄k is a lower bound for the

right-hand side in (*). □

Our treatment of relevant valid inequalities concludes the presentation of our solution approach

to efficiently solve problems of the form (2). Next, in Section 4, we show the effectiveness of our

approach on a set of numerical experiments.

4. Numerical experiments

In this section we numerically illustrate the performance of our solution approach of Section 3. We

first briefly discuss some implementation details in Section 4.1, present a brief experimental design

to generate benchmark instances in Section 4.2, and finally present an analysis of the benchmark

solutions in Section 4.3 and Section 4.4.
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Our solution approach is implemented in Python 3.10 using Gurobi 10.0. The implementation is

freely available at https://github.com/N-Wouda/CC-NDP, under a liberal MIT license. Here one

may also find the experimental instances generated in Section 4.2. Unless otherwise noted, each

experimental instance is solved using a single core of a 2.45GHz AMD 7763 processor, 32GB of

memory, and two hours of run-time. We fix α= 0.1 throughout this section.

4.1. Implementation details

We apply our iterative scheme inside the branch-and-bound tree of the master problem, using

Gurobi’s callback functionality. In particular, the callback is called every time Gurobi finds a new

incumbent solution (ŷ, ẑ). For every s∈ [S], if ẑs = 0, we solve one of the subproblem formulations

of Section 3.1 to determine if ŷ is feasible for s. If it is not, we derive a feasibility cut from the

subproblem solution, and add that to the master problem as a so-called lazy cuts. Our implement-

ation thus adds many cuts simultaneously, potentially one for each of the S scenarios. This does

not slow down the master problem in practice, as Gurobi’s cut pool manager applies only those

lazy cuts that are relevant.

For exposition and consistency with the existing literature, we presented the subproblems from

a dual perspective in Section 3.1. In our implementation we implement the primal formulation,

that is, a suitable modification of SP directly, not of its dual. Since only the right-hand sides of

SP (y,ω) change for different vectors y and fixed ω, we solve all subproblem formulations using

the dual simplex algorithm. This lets us benefit from warm-starting at the previous solution for an

earlier vector y′, if such a solution exists.

4.2. Experimental design

We use a subset of the well-known R instances as a basis for our benchmarks. These instances are

widely used in the literature, see for example Boland et al. (2016), Chouman, Crainic, and Gendron

(2017), Rahmaniani et al. (2018), and Crainic and Gendron (2021). The R instances follow the

classification scheme Rx-y. We consider the instance groups with ‘x’ in {04,05, . . . ,10}, and focus

on instances with tight capacity constraints (those with ‘y’, the fixed cost/capacity parameter,

in {7,8,9}). These instances provide the network topology, arc capacities and fixed costs, and

commodities. The commodity demands are taken from the corresponding 1,000 (uncorrelated)

demand scenarios of Rahmaniani et al. (2024) for each R instance. We generate sets of 16, 32, 64,

128, 256, and 512 scenarios from these 1,000 scenarios: the first 16 go into the first instance, the

next 32 into the second, and so on until the 512 scenario instance is generated. This results in a

total of 126 instances. Table 1 summarises the number of nodes, arcs, commodities, and scenarios

in each of the instances. We label each instance Rx-y-z, where x ∈ {04,05, . . . ,10}, y ∈ {7,8,9},

and z ∈ {16,32,64,128,256,512}.

https://github.com/N-Wouda/CC-NDP
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Table 1 Number of nodes, arcs, commodities, and scenarios in each instance group.

|N | |A| |K| S

R04 10 60 10 {16, 32, 64, 128, 256, 512}
R05 10 60 25 {16, 32, 64, 128, 256, 512}
R06 10 60 50 {16, 32, 64, 128, 256, 512}
R07 10 82 10 {16, 32, 64, 128, 256, 512}
R08 10 83 25 {16, 32, 64, 128, 256, 512}
R09 10 83 50 {16, 32, 64, 128, 256, 512}
R10 20 120 40 {16, 32, 64, 128, 256, 512}

We also construct 126 single-commodity instances to explore the implications of the properties we

proved in Section 3.1.1. These instances all have the same attributes as the 126 multi-commodity

instances whose generation we just explained, except that only the first commodity is retained: all

other commodities are removed from the instance.

4.3. Results on single-commodity instances

Table 2 presents the results of solving the single-commodity instances, with the valid inequalities

of Section 3.2 enabled. We do not use the metric inequality strengthening for the single-commodity

instances since it is not effective when |K|= 1. We observe that FlowMIS on average outperforms

the other formulations, although some variation exists between the various instance groups (par-

ticularly R10, which MIS and SNC both solve significantly faster). The FlowMIS, MIS, and SNC

formulation solve all instances within the two hour time limit, but BB did not manage to solve a

single large R09 instance in time. FlowMIS solves 48 instances the fastest, followed by SNC with

35, MIS with 34, and finally BB with just 9. The FlowMIS, MIS, and SNC formulations are all

more than eight times faster than BB on average.

BB performs considerably worse than FlowMIS, even though an optimal FlowMIS solution is

also optimal for BB by virtue of Corollary 1. It is clear from Table 2 that they do not find the

same feasibility cuts, as the BB formulation requires two to three times more iterations to solve

instances than the FlowMIS formulation needs. Investigating the feasibility cuts returned by both

formulations, we find that the cuts created from the BB formulation are much less sparse: the β

vector contains many more non-zero elements than a cut created from the FlowMIS formulation

does. Upon closer inspection, the reason appears to be that BB sets more πij variables to 1 when

those πij variables are associated with arcs (i, j) ∈ A for which the construction decision yij = 0.

This choice does not affect optimality, but it does result in cuts with increased cardinality, and

that affects the numerical performance.
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Table 2 Average number of iterations, run-time, and number of solved single-commodity instances for each

subproblem formulation, by instance group, with valid inequalities enabled. Run-times are in seconds.

BB FlowMIS MIS SNC

No. iters # Time No. iters # Time No. iters # Time No. iters # Time

R04 35.5 18 94 15.3 18 15 11.5 18 10 12.1 18 11
R05 38.1 18 91 17.6 18 12 17.6 18 14 18.2 18 18
R06 14.7 18 33 9.9 18 8 9.0 18 7 9.1 18 6
R07 34.7 18 119 17.3 18 26 16.9 18 25 17.1 18 23
R08 26.6 18 68 11.3 18 2 10.0 18 4 10.0 18 4
R09 31.8 17 186 11.0 18 17 9.4 18 16 8.9 18 14
R10 24.2 18 89 13.4 18 17 12.8 18 5 12.6 18 5

Solved 125 126 126 126
Fastest 9 48 34 35
Speed-up1 8.7× 8.4× 8.0×
1 The speed-up is computed w.r.t. the BB formulation, for all other formulations. It reports the average
speed-up of the other formulations on instances both BB and the other formulation solve.

4.4. Results on multi-commodity instances

In this section we evaluate the performance of the four different subproblem formulations presented

in Section 3.1, the valid inequalities presented in Section 3.2, and the added value of the metric

inequality strengthening procedure.

Feasibility cuts Table 3 shows that without the valid inequalities and metric inequality strength-

ening procedure, MIS and SNC outperform BB and FlowMIS. In particular, SNC solves 117 in-

stances within the two hour time limit, MIS 117, FlowMIS 116, while BB manages to solve only

83 instances. Of the solved instances, SNC solves 51 the fastest, MIS 38, FlowMIS 28, while BB is

never the fastest to find an optimal solution. The speed-ups over BB reflect this difference in per-

formance: while FlowMIS is 10.6 times faster than BB, MIS and SNC are 21.0 and 22.2 times faster

to find a solution, respectively. Instances in the groups R06 and R07 seem particularly challenging

as no formulations manages to solve all instances in these groups within the time limit.

Table 3 also presents results obtained using the large, deterministic equivalent (DEQ) formula-

tion of (18). Using this formulation, each instance is solved using four cores of a 2.45GHz AMD

7763 processor, 32GB of memory, and eight hours of run-time. Despite the significant increase in

resources, it is clear that the DEQ formulation is not competitive: it manages to solve only 81

instances, requiring on average nearly three times the run-time to solve an instance that the BB

formulation does.

There does not appear to be an obvious pattern to the results presented in Table 3. On the

whole, SNC and MIS are faster for the ten-node instance groups R04 through R09. FlowMIS is

slightly faster on the larger twenty-node instance group R10. Without additional strengthening, it

is clear that either MIS or SNC should be the preferred formulation: these maximise the number

of solved instances while obtaining the best speed-ups.
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Table 3 Average number of iterations, run-time, and number of solved multi-commodity instances for each

subproblem formulation, by instance group, without the valid inequalities or the metric inequality strengthening

procedure. Run-times are in seconds.

DEQ BB FlowMIS MIS SNC

# Time No. iters # Time No. iters # Time No. iters # Time No. iters # Time

R04 16 3410 86.7 17 1018 33.3 18 133 29.1 18 104 25.2 18 74
R05 15 4358 62.3 18 409 17.2 18 70 14.2 18 36 11.6 18 24
R06 11 3654 106.9 12 583 83.8 15 593 71.0 16 422 72.2 16 498
R07 11 6117 172.0 6 916 71.8 12 968 56.2 11 473 65.8 12 569
R08 9 1711 179.2 12 1059 28.8 17 199 21.7 18 127 18.4 18 99
R09 12 6750 402.9 15 2334 21.5 18 188 14.8 18 105 13.6 18 122
R10 7 6862 711.7 3 3692 37.1 18 503 33.8 18 664 28.3 18 556

Solved 81 83 116 117 118
Fastest 1 0 28 38 51
Speed-up1 0.7× 10.6× 21.0× 22.2×
1 The speed-up is computed w.r.t. the BB formulation, for all other formulations. It reports the average speed-up of
the other formulations on instances both BB and the other formulation solve.

Valid inequalities Table 4 shows the results with the scenario creation technique of Section 3.2

enabled. From now on we no longer include the DEQ in our tables, since the enhancements we

will discuss do not apply to that formulation. Comparing Table 3 and Table 4, it is clear that the

scenario creation technique of Section 3.2 is very beneficial. The number of iterations and average

run-times both decrease substantially, in many cases by 5-10×, while several additional instances

in the R06 group are now also solved within the time limit. Thus, the valid inequalities are effective

already in their own right.

Additionally, the performance characteristics of the different formulations change substantially

with the additional structure the scenario provides. Table 4 shows that FlowMIS and SNC for-

mulations solves 119 instances with the valid inequalities in place, just one more than the 118

MIS solves, and two more than the 117 BB manages to solve. FlowMIS is now clearly the faster

formulation, solving 68 instances the fastest, against 33 for BB, while SNC and MIS are fastest on

only 13 and 5 instances, respectively. Although SNC and MIS both solve one or two more instances

than BB, on the instances they both solve, BB is about as fast. This is evidenced by the speed-ups

over BB: for FlowMIS, this is 1.8 times, while MIS and SNC both obtain speed-ups of 1.0 times,

and are thus on par with BB.

Metric inequalities Finally, we turn to the metric inequality strengthening procedure of Costa,

Cordeau, and Gendron (2009). Table 5 shows the results when these metric inequalities are also

enabled, on top of the valid inequalities presented in Table 4. FlowMIS and MIS now solve 120

instances. BB solves two instances less than in Table 4, and is fastest on 31 instances. FlowMIS

remains the fastest formulation, solving 67 instances the fastest. MIS and SNC are fastest for 12

and 10 instances, respectively.
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Table 4 Average number of iterations, run-time, and number of solved multi-commodity instances for each

subproblem formulation, by instance group, with the valid inequalities enabled. Run-times are in seconds.

BB FlowMIS MIS SNC

No. iters # Time No. iters # Time No. iters # Time No. iters # Time

R04 19.7 18 120 20.6 18 142 19.6 18 111 18.9 18 112
R05 6.9 18 4 6.9 18 4 6.9 18 5 6.9 18 5
R06 63.9 17 911 55.8 17 918 51.0 16 681 59.5 17 778
R07 60.3 10 1117 55.9 12 520 58.0 12 734 52.0 12 568
R08 8.9 18 41 8.7 18 33 8.9 18 44 8.9 18 49
R09 4.1 18 7 4.1 18 7 4.1 18 8 4.1 18 8
R10 3.8 18 44 3.7 18 28 3.8 18 38 3.8 18 58

Solved 117 119 118 119
Fastest 33 68 5 13
Speed-up1 1.8× 1.0× 1.0×
1 The speed-up is computed w.r.t. the BB formulation, for all other formulations. It reports the average
speed-up of the other formulations on instances both BB and the other formulation solve.

Table 5 Average number of iterations, run-time, and number of solved multi-commodity instances for each

subproblem formulation, by instance group, with the valid inequalities and metric inequality strengthening

procedure enabled. Run-times are in seconds.

BB FlowMIS MIS SNC

No. iters # Time No. iters # Time No. iters # Time No. iters Solved Time

R04 19.7 18 114 19.6 18 107 18.5 18 91 18.6 18 101
R05 6.9 18 4 6.9 18 4 6.9 18 5 6.9 18 4
R06 59.9 16 799 58.4 17 533 47.8 17 513 47.6 17 769
R07 61.1 9 880 57.4 13 660 57.5 13 727 53.6 12 790
R08 8.9 18 41 8.7 18 34 8.9 18 46 8.9 18 51
R09 4.1 18 7 4.1 18 7 4.1 18 9 4.1 18 8
R10 3.8 18 40 3.7 18 27 3.8 18 36 3.8 18 47

Solved 115 120 120 119
Fastest 31 67 12 10
Speed-up1 2.0× 1.0× 1.0×
1 The speed-up is computed w.r.t. the BB formulation, for all other formulations. It reports the average
speed-up of the other formulations on instances both BB and the other formulation solve.

Comparing run-times, there does not seem to be a meaningful performance improvement due

to the strengthening procedure. Although on the whole the number of iterations needed for con-

vergence decreases somewhat for most formulations, the added cost of each iteration appears to

cancel out most of the gains.

Summarising, the additional structure of the valid inequalities allows FlowMIS to outperform

the other formulations. This suggests that (a) it is somewhat problematic to evaluate the solution

approach’s components in isolation (since the results of Table 3 would have pointed us in a very

different direction than the later tables), and (b) there is significant interaction between the various

components. Only when brought together do they yield their best results.
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5. Conclusion

This paper studies a chance-constrained variant of the multicommodity capacitated network design

problem in which the goal is to minimise the network construction costs, while ensuring that com-

modity flow can be routed through the network sufficiently often to meet uncertain commodity

demand. We propose an efficient solution approach based on Benders’ decomposition. We pay

particular attention to the manner in which feasibility cuts are generated, and propose a new

subproblem formulation that we term FlowMIS. We show that FlowMIS finds minimum-capacity

cuts in the single-commodity case, while other formulations typically do not. We also add several

valid inequalities to the master problem which are very beneficial in speeding up the overall con-

vergence of the algorithm. Numerical experiments on 126 benchmark instances demonstrate that

FlowMIS formulation combined with the valid inequalities results in a competitive algorithm that

outperforms the other subproblem formulations. In particular, when all enhancements are enabled,

FlowMIS solves 67 out of 120 solved instances the fastest, and achieves a speed-up of 2.0× over a

basic implementation, whereas the other subproblem formulations do not noticeably improve over

this basic implementation.

The performance and simplicity of FlowMIS and our valid inequalities provide a solid foundation

for further investigation of Benders’ decomposition algorithms for network design problems. In

future work, one might investigate the theoretical properties of the FlowMIS feasibility cuts for

multi-commodity problems. Additionally, it will be interesting to see how our algorithm performs

numerically on larger instances with even more scenarios.
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